
Anim Cogn (2008) 11:389–400

DOI 10.1007/s10071-007-0129-9

ORIGINAL PAPER

ClassiWcation of dog barks: a machine learning approach

Csaba Molnár · Frédéric Kaplan · Pierre Roy · 
François Pachet · Péter Pongrácz · Antal Dóka · 
Ádám Miklósi 

Received: 6 July 2006 / Revised: 23 November 2007 / Accepted: 13 December 2007 / Published online: 15 January 2008
©  Springer-Verlag 2008

Abstract In this study we analyzed the possible context-
speciWc and individual-speciWc features of dog barks using
a new machine-learning algorithm. A pool containing more
than 6,000 barks, which were recorded in six diVerent com-
municative situations was used as the sound sample. The
algorithm’s task was to learn which acoustic features of the
barks, which were recorded in diVerent contexts and from
diVerent individuals, could be distinguished from another.
The program conducted this task by analyzing barks emit-
ted in previously identiWed contexts by identiWed dogs.
After the best feature set had been obtained (with which the
highest identiWcation rate was achieved), the eYciency of
the algorithm was tested in a classiWcation task in which
unknown barks were analyzed. The recognition rates we
found were highly above chance level: the algorithm could
categorize the barks according to their recorded situation
with an eYciency of 43% and with an eYciency of 52% of
the barking individuals. These Wndings suggest that dog

barks have context-speciWc and individual-speciWc acoustic
features. In our opinion, this machine learning method may
provide an eYcient tool for analyzing acoustic data in vari-
ous behavioral studies.

Keywords Acoustic communication · Dog barks · 
Machine learning · Genetic programming

Introduction

In this paper, we report the results of the Wrst acoustic anal-
ysis and classiWcation of companion dog barks using
machine learning algorithms. Earlier we found that humans
have the ability to categorize various barks and associate
them with appropriate emotional content by merely listen-
ing to them (Pongrácz et al. 2005). Humans with diVerent
dog experience levels showed similar trends in categoriza-
tion of the possible inner state of the given barking dog. In
another study we have shown that human perception of the
motivational state in dogs is inXuenced by acoustic parame-
ters in the barks (Pongrácz et al. 2006). In contrast, humans
showed only modest accuracy in discriminating between
individual dogs by only hearing their barks (Molnár et al.
2006).

In behavioral research, especially when data collection
(for example acoustic signal analysis) is automated, the size
of the data set is often extremely large. A promising
approach to handle the resulting information overload is to
automate the process of knowledge extraction using data
mining techniques, thereby extracting novel information
and relationships between biological features (Fielding
1999; Hatzivassiloglou et al. 2001). Machine learning tech-
niques permit the building of models for a given classiWca-
tion task. Such models take the form of a mathematical
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function that can assign a given class (or label) to an
unknown example. The machine is Wrst trained on a set of
labeled examples and then tested on a second set for which
it must predict the labels. During the training phase, param-
eters of the models are tuned automatically by the learning
algorithm in order to obtain the best classiWcation perfor-
mances on the training set (Bergeron 2003). Such methods
which are based on machine learning algorithms have been
applied with success in other biological disciplines, particu-
larly molecular biology (King and Sternberg 1990; Mug-
gleton et al. 1992), drug design (King et al. 1992, 1993),
neurology (Zhang et al. 2005a, b; Mitchell 2005, Bogacz
and Brown 2003) and ecology (Stockwell 2006; Recknagel
2001; Obach et al. 2001; Schleiter et al. 2001).

There are only a few cases where machine-learning tech-
niques have been used in behavioral research, for example
when such methods were applied for classiWcation of dol-
phin sonar and other vocalizations (Au 1994; Kremliovsky
et al. 1998). ArtiWcial neural networks emulate the parallel
processing ability and pattern recognition capability of the
brain and the use of such methods in dolphin echolocation
and other Welds of bioacoustics is worthy (Au et al. 1995).
Another Weld of behavioral studies where artiWcial intelli-
gence methods were used is image recognition from video
recordings for behavioral analysis (Burghardt et al. 2004;
Burghardt and Calic 2006; Calic et al. 2005). These studies
report experiments utilizing methods that can track objects
(e.g. animal faces) in video footages. In the future, the
developed versions of these techniques might be useful to
automate the coding of recorded behavior of focal animals.

In this study, we analyzed more than 6,000 barks
recorded in diVerent situations from several individuals
using a computerized method. The traditional computerized
approach addressing audio classiWcation problems is to
combine the so called low level descriptors such as the one
provided by the Mpeg7 standardization process to create
acoustic descriptors (Monceaux et al. 2005; Cabral et al.
2005). The most relevant descriptors are then fed into
machine-learning algorithms to produce classiWers (or
extractors) whose performance is checked against percep-
tive tests. A new method we used in this study combines
the construction of a new feature space and the search
among several state-of-the-art machine-learning techniques
(Pachet and Zils 2004). It is currently used in several pro-
jects within Sony Corporation and in collaboration with
other research institutes. It has been proven to outperform
other methods on problems related to song classiWcation
and recognition of urban noises (Defréville et al. 2006).
The Weka system was used to search in the space of classi-
Wcation method. Weka implements a large number of per-
formant machine learning schemes and facilitated
comparisons between them (Witten and Eibe 1999).

In case of several vocal signals, the receivers can simul-
taneously gain information about the caller’s identity, moti-
vational state and communicative context (e. g. Gerhardt
1992; Hauser 1996). Studies have demonstrated that in var-
ious species there are characteristic and stable diVerences
between the vocalizations of the individuals (e. g. spotted
hyena, Crocuta crocuta: Holekamp et al. 1999; Arctic fox,
Alopex lagopus: Frommolt et al. 2003; and domestic dog,
Canis familiaris: Yin and McCowan 2004). Other studies
have shown that certain vocal signals have context speciWc
acoustic features (in meerkats, Suricata suricatta: Manser
et al. 2002; Gunnison’s prairie dogs, Cynomys gunnisonii;
SlobodchikoV et al. 1991). In the past, only a few studies
focused on the acoustic behavior of dogs (Tembrock 1976;
Cohen and Fox 1976; Yin 2002) and none of these used
methods based on artiWcial intelligence.

Methods

Subjects

Barks of the Mudi breed (a Hungarian sheepdog listed at
the 238th Standard of the FCI (Fédération Cynologique
International)) were used for this study. We recorded barks
from 14 individuals, sex ratio (male/female): 4/10, age:
4.21 § 3.17 years. The total sample size of barks analyzed
was N = 6,646.

Source and collection of sound recordings

We collected bark recordings in seven diVerent behavioral
contexts, most of which could be arranged at the homes of
the owners, with the exceptions of the “Fight” situation,
which was staged at dog training schools, and the ‘Alone’
situation, which was staged on a street or in a park. The
seven situations are as follows:

“Stranger” (N = 1802): The experimenter (male, age
23 years) was the stranger for all the dogs, and
appeared in the garden of the owner or at the front door
of his/her apartment in the absence of the owner. The
experimenter recorded the barking of the dog during
his appearance for 2–3 minutes.
“Fight” (N = 1118): For dogs to perform in this situa-
tion, the trainer encourages the dog to bark aggres-
sively and to bite the glove on the trainer’s arm.
Meanwhile the owner keeps the dog on leash.
“Walk” (N = 1231): The owner was asked to behave as
if he/she was preparing to go for a walk with the dog.
For example, the owner took the leash of the dog in
her/his hand and told the dog „We are leaving now”.
123
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“Alone” (N = 752): The owner tied the dog to a tree
with a leash in a park and walked away, out of sight of
the dog.
“Ball” (N = 1001): The owner held a ball (or some
favorite toy of the dog) at a height of approximately
1.5 m in front of the dog.
“Play” (N = 742): The owner was asked to play with
the dog a usual game, such as tug-of-war, chasing or
wrestling. The experimenter recorded the barks emitted
during this interaction.

For spectrograms of barks recorded in the above situations
see Fig. 1.

Recording and preparing the sound material

Recordings were made with a Sony TCD-100 DAT Tape
Recorder and Sony ECM-MS907 microphone on Sony
PDP-65C DAT tapes. During recording of the barks, the
experimenter held the microphone within a 4–5 m distance
from the dog. The experimenter tried to stand in front of the
dog if it was possible. The recorded material was trans-
ferred to a computer, where it was digitalized with a 16-bit
quantization and 44.10 kHz sampling rate using a TerraTec
DMX 6Wre 24/96 sound card.

As each recording possibly contained up to three or four
barks, individual bark sounds were manually segmented
and extracted. This process resulted in a Wnal collection of
6,646 sound Wles containing only a single bark sound. As a
consequence, this preparation excludes interval silences
between two barks from the analysis, which have been
shown to be potentially meaningful for humans (Pongrácz
et al. 2006). As in any audio classiWcation problem, it is
clear that this segmentation phase is crucial for the interpre-
tation of the result. This type of segmentation allows the
ability to remove part of the background noise in the classi-
Wcation, which is an important issue for the reliability of the
results presented. However, in the present study we did not
test how the results would change with other segmentation
strategies. Table 1 summarizes the structure of the data-

base. The number of samples available for each dog and
each situation varies in a signiWcant manner.

Analyzing process

Phase 1: generation of a large number of descriptors 
adapted to a speciWc classiWcation problem using EDS

EDS is an audio signal processing system that produces
descriptors adapted to a particular audio classiWcation prob-
lem. EDS contains an extensive library of basic operators
(acoustic features) that it combines according to an evolu-
tionary algorithm to produce descriptors that are much
more speciWc to the problem we want to solve (for a
selected list of operators see the Appendix). The way EDS
combines basic operators is by mathematical composition
of functions. EDS explores the space of all functions that
can be expressed as a composition of basic operators. Such
a function space is potentially huge, thus, searching for
“interesting” functions is a highly combinatorial process.

EDS implements various artiWcial intelligence tech-
niques to cope with this issue. First, a type system prevents
the creation of malformed descriptors. Second, a library of
weighted heuristics for operator composition is used to
guide the elaboration of new descriptors. Finally, the
descriptor creation is based on a genetic algorithm: EDS
iteratively creates generations of descriptors; only the most
eYcient descriptors, according to their Wtness, of one gen-
eration are kept as seeds for the next one, i.e. they are com-
bined together according to “genetic mutations” (Koza
1992) to create new descriptors. The Wtness used to assess
descriptor’s performance is based on class membership. For
a given descriptor, a nearest-neighbor classiWer is created
that is trained and tested on non-overlapping datasets (33%
of the total dataset is randomly selected to act as a training
set, the rest is used as a testing set on the problem of con-
text classiWcation). The Wtness of the descriptor is the per-
formance of the associated classiWer. This process goes on
until very eYcient descriptors have been devised by the

Fig. 1 Spectrograms of barks 
recorded in diVerent contexts. 
The Wgure shows two barks 
recorded from diVerent 
dogs for each context
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system. Eventually, the best descriptors are fed into a
machine-learning algorithm to produce classiWers (for fur-
ther details of EDS analyzing process see Pachet and Zils
2004). For this study, we started with a set of basic signal
processing operators and explored their combinations using
EDS. A large number of descriptors adapted to the classiW-
cation problem (situation recognition or dog recognition)
were generated this way.

Phase 2: creation of an optimal subset of descriptors

We then searched for the subset of features that would most
likely predict the class best. This involves a way to evaluate
a feature set and a way to search the space of feature sets.

The motivation behind such reduction of the feature
space is that many machine-learning techniques degrade in
performance when presented with many features that are
not necessary for predicting the output. This is especially
true for Naive Bayes classiWers such as the one we used in
this study, which assumes independence of feature and
therefore suVers from correlated features. Two approaches
are commonly used. In the “Wlter” approach, a feature sub-
set is selected based on the properties of the data itself and
is independent of the chosen classiWer algorithm. In the
“wrapper” approach, the classiWer algorithm is used during
the search of the feature subset (Kohavi and SommerWeld
1995).

The method used in this study belongs to the “wrapper”
approach. To evaluate the feature subset, we used a simple
Bayesian method trained over a part of a data set (roughly

2/3) and tested over another (1/3). For the situation classiW-
cation problem, the test set did not contain any samples
from dogs present in the train set. Respectively, for the dog
classiWcation problem, the train set did not contain any
samples with situations present in the classiWcation set.
This prevents possible over Wtting of the classiWcation
method to particular individuals, contexts or recording con-
ditions. The choice of the Bayesian classiWer was motivated
by its good compromise between eYciency and simplicity
and by the fact that it is mathematically well deWned. The
classiWer used in this study is the NaiveBayesSimple classi-
Wer implemented in the Weka machine-learning library
(Witten and Eibe 1999). The NaiveBayesSimple module
Wts a Gaussian (normal) distribution to each dimension, and
then combines them by treating them as independent. This
is a simple and classical method in statistical modelling,
with clear semantics. However, it is possible that other clas-
siWcation methods outperform these classiWers for the two
tasks considered.

The search in the space of the feature sets was conducted
using Weka’s “GreedyStepwise” search method (Witten
and Eibe 1999). The search stopped when the addition or
deletion of any remaining attributes resulted in a decrease
in evaluation. With this method, for both classiWcation
problems considered, we reduced the space to a small num-
ber of very relevant features. During this phase, each classi-
Wer was trained over a part of a data set and tested over
another for evaluating rapidly the quality of the attribute
space. For the situation classiWcation problem, the test set
did not contain any samples for dogs present in the train set.

Table 1 The number of barks 
collected from 14 dogs in 6 
situations
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Respectively, for the dog classiWcation problem, the train
set did not contain any samples with situations present in
the train set. This prevents from possible over Wtting of the
classiWcation method to particular individuals, contexts or
recording conditions.

Phase 3: Complete evaluation of recognition performance

Once an adapted attribute set was created for each classiW-
cation problem, a complete evaluation of the classiWcation
performance with the Bayesian classiWer was conducted.
For the context recognition problem, 14 train/test sets were
created, each of them corresponding to a test on the data of
a single individual and training on all others. Similarly, for
the individual recognition problem, 6 train/test sets were
created, each of them corresponding to a test on a particular
context and training on all others. Results were then aggre-
gated and compared. Once again, this method prevents
biases linked with particular recording conditions.

Results

Experiment 1: categorization of barks into contexts

In this experiment, we used the categorization algorithm for
classiWcation of barks into contexts. To construct the attri-
bute space, a training set was constituted with recordings
from nine dogs (d05, d08, d09, d10, d12, d14, d16, d18,
d20—4,059 samples in total, 61% of the total number of

samples) and a test set with recordings from Wve dogs (d23,
d24, d25, d26, d27—2,587 samples in total, 39% of the
total number of samples). Using the EDS algorithm and the
optimal feature subset search method described above, the
system converged on a set of seven features described in
Table 2.

Table 3 presents the results of each independent individ-
ual test set (corresponding to the training of the classiWers
to recognize situations with all the dogs except one and a
test on the recordings of the remaining dog), as well as the
overall performance (global and per context) and overall
confusion matrix (for a simpliWed confusion matrix, see
Table 4). The overall recognition rate is 43% (2,835 cor-
rectly classiWed instances over 6,646). As shown in
Table 3, a random classiWcation algorithm would have
guessed only 18% (1,223 correctly classiWed instances over
6,646). The overall recognition rate was signiWcantly
higher than the recognition rate using a random algorithm
(one-sample t-test: t13 = 6.10, P < 0.001) In order to correct
for agreement that occurs by chance, we can calculate the
kappa statistic by deducting the number of corrected pre-
dictions obtained by the random algorithm from the ones
obtained by the Bayesian classiWer (2,835 ¡ 1,223 = 1,612)
and comparing it with the possible total of 6,646 ¡
1,223 = 5,423 recognized instances. This results in an over-
all kappa of 30%.

The best recognition rates were achieved for the barks
recorded in the “Fight” (74%, kappa = 68%) and
“Stranger” (63%, kappa = 49%) contexts and poorest rate
was achieved when categorizing the “Play” barks (6%,

Table 2 Constructed feature set 
optimal for context recognition

Name Explanation

SpectralrolloV (derivation(x)) RolloV: frequency below which 85% of the magnitude 
distribution of the spectrum is concentrated. 
Applied here to the Wrst derivative of the signal.

SpectralXatness (square(x)) Measures the deviation of the spectrum of the signal 
from that of a Xat spectrum. Here, it is applied 
to the signal to the square

Sqrt(RHF(derivation
(sbs(derivation(x)))))

Computes the second derivative of the signal, and measures 
the High Frequency Ratio (ratio between high and low 
frequencies in the spectrum of the signal)

Rms(spectralskewness
(split(x_512.0)))

Segments the signal every 512 sample, and measures the 
spectral skewness of each segment. Rms is the square 
root of the mean of the square values

Abs(max(spectralXatness
(split(x_256.0))))

The absolute value of the max value of the Spectral Flatness 
(Measures the deviation of the spectrum of the signal 
from that of a Xat spectrum) over 256-sample segments

Mean (formant (1,x)) Mean of Wrst formant. The Wrst formant is the Wrst peak 
in the frequency spectrum (the lowest). 

Deviation (harmonicity (x)) Standard deviation of harmonicity. The Harmonicity is the degree 
of acoustic periodicity, also called Harmonics-to-Noise Ratio 
(HNR) (measured in dB). The Harmonicity can be used to measure 
the signal-to-noise ratio of anything that generated a period signal. 
In speech analysis, it is also used to measure voice quality. 
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kappa = ¡6%). We compared the recognition rates for
barks in diVerent contexts to each other and to the recogni-
tion level of the random algorithm as well. We found that
the success rate of the algorithm was signiWcantly higher in
cases of “Stranger” (one-sample t-test: t12 = 4.08;
P < 0.01), “Fight” (t9 = 5.45; P < 0.001), and “Ball”
(t9 = 3.55; P < 0.01) situations, and we found no signiWcant
diVerence in cases of “Walk” (t10 = 0.43; P = 0.67),
“Alone” (t4 = 0.06; P = 0.95), and “Play” (t5 = 1.63;
P = 0.16) contexts. We compared the recognition rates of
the algorithm for barks in diVerent contexts with each other.
We found that the algorithm was signiWcantly more suc-
cessful in categorizing “Stranger” and “Fight” barks than
the others (one-way ANOVA: F4,49 = 10.20; P < 0.001) For
recognition rates in all the situations and confusion matrix
see Fig. 2 and Table -3. The confusion matrix shows the
proportions of the correctly and incorrectly categorized
barks in each situation. In the case of barks recorded in
“Play” context, a relatively high proportion of erroneously
classiWed barks were considered as “Walk” barks (40%).
“Alone” barks are also confused with “Stranger” barks
(43%). Important diVerences in the recognition rate can be
observed in the individual dog test sets (maximum for d08,
89% and minimum for d20, 25%)

Experiment 2: recognition of dogs

Symmetrically with the previous experiment, for construct-
ing an attribute space adapted to the recognition of individ-
ual dogs, we Wrst separated the whole dataset into a training

set with recordings corresponding to “Ball”, “Stranger” and
“Fight” barks (3,921 recordings, 59% of the whole dataset)
and a test set corresponding to the “Alone”, “Play” and
“Walk” barks (2,725 recordings, 41% of the whole dataset)
and vice versa. With such separation, dogs will have to be
recognized in situations that the classiWers have not
encountered before. Using the EDS algorithm and optimal
feature subset search method described above, the system
converged on a set of eight features described in Table 5.

Table 6 presents the results of each independent situa-
tion test set (classiWers trained to recognize dogs on all situ-
ations but one and tested on the remaining one), as well as
the overall performance (global and per context) and global
confusion matrix. For this task, the overall recognition rate
is 52% (3,463 correctly classiWed instances over 6,646,
kappa = 45%). We compared the recognition rates of the 14
individuals to the chance level (100/14 = 7.14), and found
that the success rate of the algorithm was signiWcantly
higher than chance level (one-sample t-test: t12 = 3.21;
P < 0.01). Important diVerences exist between dogs. Some
dogs were easily recognized, as with d23 (733 recordings,
kappa = 75%) or d24 (1,524 recordings, kappa = 69%),
others were very poorly recognized, possibly because of the
comparatively small number of recordings available as with
d08 (75 recordings, kappa = ¡1%) or d10 (85 recordings,
kappa = ¡1%). We should note that in the analyzed set of
barks not every individual was represented by the same
amount of collected barks. This can explain some of
the diVerences of recognition rates between individual
dogs (classes with too few training examples are poorly
recognized).

Looking more precisely at the comparative performance
of the diVerent situation test sets, we compared the recogni-

Table 4 SimpliWed confusion matrix for the context categorization
task

Fig. 2 Comparison of recognition rates obtained by the algorithm and
the recognition rates (percentages of barks categorized correctly) of
human listeners in one of our previous studies (Pongrácz et al. 2005).
The level of chance is at 16.67%. White (yellow) columns represent the
recognition rates obtained by a random algorithm and light gray (light
blue) columns indicate the results of kappa statistics
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tion rates of the algorithm for barks recorded in diVerent
situations. We did not Wnd signiWcant diVerences among
them (ANOVA: F5,49 = 2.37; P = 0.056), however it seems
that recognizing a dog in the “Ball” (65%), “Alone” (64%),
“Walk” (64%) and “Play” (60%) is easier than in the
“Fight” (49%) and “Stranger” (30%). This is unlikely to be
an eVect of the particular separation of the train and test set

used during the construction of the attribute space (“Ball”,
“Stranger”, “Fight” for training, “Alone”, “Play”, “Walk”
for testing) but we cannot discard this eVect completely.
This suggests the “Fight” and “Stranger” situations are
indeed special contexts, both easier to recognize as context
type but more diYcult than other contexts for the recogni-
tion of individual dogs.

Table 5 Constructed feature set 
optimal for dog recognition

Name Explanation

Mean (formant (2,x)) Mean of the second formant. The second formant is the second peak 
in the frequency spectrum.

Mean (formant (4,x)) Mean of the fourth formant. The fourth formant is the fourth peak 
in the frequency spectrum.

Deviation (formant (3,x)) Standard deviation of the third formant. The third formant 
is the third peak in the frequency spectrum.

Abs(energy(0,500,x) ¡
energy(500,4000,x))

Energy diVerence between two bands (0–500 Hz, 500–4,000 Hz).

Max(arcsinus(x)) Max value of the arcsinus of the signal

Mean(Zcr(split(x_512.0))) Counts the zero-crossing for every segment of 512 samples, 
and returns the mean value

Mean (harmonicity (x)) Mean of Harmonicity. The Harmonicity is the degree of acoustic 
periodicity, also called Harmonics-to-Noise Ratio (HNR) 
(measured in dB). The Harmonicity can be used to measure the 
signal-to-noise ratio of anything that generated a period signal. 
In speech analysis, it is also used to measure voice quality.

Slope_no_jump (pitch(x)) Slope of the pitch without octave jump. 

Table 6 Complete results of the dog classiWcation task including overall recognition rate, results per dog, kappa statistics, and details of individual
test sets

Total d05 d08 d09 d10 d12 d14 d16

Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc 

3463 6646 52 10 261 4 0 75 0 131 528 25 0 85 0 531 906 59 259 766 34 86 290 30

Ball 650 1001 65 20 38 53 97 183 53 88 147 60 8 9 89

Alone 483 752 64 0 24 142 17 61 158 39

Walk 786 1231 64 12 19 63 0 16 0 32 62 52 59 203 29 26 59 44

Play 448 742 60 4 148 3 0 4 0 0 27 33 82

Fight 553 1118 49 0 70 0 0 236 335 70 0 24 0 3 82 4

Stranger 543 1802 30 6 113 5 0 1 0 99 471 21 0 69 0 142 184 77 51 234 22 22 107 21

Kappa (%) 45 0 ¡1 18 ¡1 52 25 26

d18 d20 d23 d24 d25 d26 d27

Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc Cor Tot Perc 

403 627 64 269 521 52 573 733 78 1161 1524 76 1 91 1 8 111 7 31 128 24

Ball 33 55 60 96 158 61 175 191 92 129 165 78 1 32 3 0 3 23 13

Alone 27 47 57 123 130 95 248 275 90

Walk 227 279 81 45 77 58 123 143 86 256 334 77 4 24 17 2 15 13

Play 100 104 96 57 143 40 260 310 84

Fight 71 143 50 38 129 29 183 232 79 0 11 0 0 28 0 22 64 34

Stranger 16 142 11 114 140 81 85 208 41 0 48 0 4 59 7 4 26 15

Kappa (%) 61 48 75 69 0 6 23
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Discussion

Context classiWcation

We have found that barks can be categorized into situations
and diVerent individuals’ barks are distinguishable using a
computerized method. The relative eYciencies of the soft-
ware were comparable to human performance in the situa-
tions of “Stranger” and “Fight” (these were also the easiest
for humans to discriminate, Pongrácz et al. 2005). In the
situations of “Walk” and “Ball”, the program outperformed
humans, but in the “Play” and “Alone” contexts human
showed better performance. The algorithm could categorize
the barks into the correct contexts in 43% of the barks on
average (kappa = 30%).

We have found earlier that humans could categorize the
“Stranger”, “Fight”, and “Alone” barks with a relatively
high accuracy rate (Pongrácz et al. 2005). Whereas in the
“Play”, “Walk” and “Ball” situations, their performance
was less eYcient, the “Stranger”, “Fight” and “Alone”
barks were categorized with a success rate of 45–50%
while “Walk”, “Ball” and “Play” barks were successfully
categorized in 30% of cases. We concluded the reason for
these Wndings might be that in the latter contexts the barks
of diVerent individuals are less similar to each other
because there was not a strong selection aVecting their
acoustic features or that during the vocalization the motiva-
tional states of dogs in these situations varies very rapidly.
In contrast, the “Stranger” and “Fight” barks, which could
be dominated by agonistic tendencies, and the “Alone”
(perhaps fearful) barks are more uniform among diVerent
individuals.

These Wndings suggest that barks could have context-
speciWc features as it has been found in several other social
species (e. g. meerkats: Manser et al. 2002; vervet mon-
keys, Seyfarth et al. 1980). This contradicts earlier argu-
ments that during domestication, barking had lost the role
in communicating distinct motivational states and/or con-
textual information as well as the callers’ identity (e.g.
Tembrock 1976; Cohen and Fox 1976). Yin (2004) was the
Wrst to point out that in some contexts barks are acoustically
diVerent which means that the acoustic features of the bark
depend either on the motivational/emotional state and/or on
the actual context. The achievements of the program clearly
show that barks have the acoustic potential for being con-
text-speciWc calls.

The diVerent motivational states of dogs in aggressive,
friendly or submissive contexts could result in acoustically
diVerent barks. Morton (1977) showed that several mam-
malian and bird species emit harsh, low frequency sounds
in aggressive situations, and, in contrast, tonal, high fre-
quency ones in submissive or friendly contexts. But these
diVerences occur among qualitatively diVerent vocalization

types. Here in barks, dogs could modify their sounds within
the same vocalization type, which suggest that barks are
very easy to modify, so they could be an eVective tool to
communicate inner states in a Xexible way. From this point
of view, the dog’s barks are diVerent from wolf’s barks
since wolves bark only in very distinct contexts (e. g. in
aggressive situations when an intruder attacks the den, see
Feddersen-Petersen, 2000, Schassburger, 1993) These
modiWcations could have happened as a result of evolution-
ary changes in the dog’s vocalization system but another
option is that dogs vary their barks according to their
learned experiences.

Individual classiWcation

The other important result was that the software was able to
categorize the barking individuals with an eYciency of
52% (kappa = 50%). We found that the software catego-
rized individuals at a higher level of success if they were
barking in “Walk”, “Alone”, “Ball” and “Play” contexts,
but the diVerence was not signiWcant. This was very sur-
prising because there was no previous evidence that barks
may contain individual-speciWc information. Actually,
applying a very similar task we have found that humans are
not able to discriminate reliably between barks of diVerent
individuals (Molnár et al. 2006). Molnár et al. (2006)
exposed subjects to two bark samples of Mudis recorded in
the same context and their task was to guess if those two
barks were recorded from the same or diVerent dogs. Their
performances did not pass the threshold of reliable discrim-
ination.

Many authors hypothesized (Fitch et al. 2002) that the
anatomical individual variability of the supralaryngeal
vocal tract could be the primary source of cues used for
individual recognition (Owren and Rendall 2003, Fitch
et al. 2002). The reasoning of this argument is that the for-
mant characteristics are better detectable if the call is
more tonal which means that the power is concentrated in
the harmonic pattern. Unpublished data collected by us
suggest that barks in the situations “Alone”, “Ball” and
“Play” (where the algorithm was more successful) are
more tonal.

In an individual-recognition task, the algorithm could
recognize the dog with a higher eYciency when it was
barking in “Ball”, “Alone”, “Walk” and “Play” situations in
contrast to “Stranger” and “Fight” contexts where the suc-
cess rate was lower. In a context-categorization task, the
algorithm was most successful in categorizing “Stranger”
and “Fight” barks and was relatively less successful in cate-
gorizing “Alone”, “Play” and “Walk” barks. These two
Wndings suggest that “Stranger” and “Fight” barks are less
individual-speciWc and barks in the other situations are
more distinguishable among individuals.
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Comparisons of the performances of the humans and
computerized algorithm could be useful to understand the
eVects in the background of human performances when cat-
egorizing the barks, although their performances can be
compared at only a limited level due to methodological
diVerences between the two experiments. Because of these
diVerences unfortunately we cannot compare directly the
performances of the algorithm and humans using statistical
analyses. One important diVerence between this computer-
ized analysis and a human perceptual test is that humans
were exposed to several barks in sequence coming from the
same context but the software used only “one” isolated bark
to make its decision. Since in a previous study we found
that the intervals between the barks have an eVect on the
decisions of listeners about the dog’s motivational state (the
barks with shorter intervals were considered more “aggres-
sive” while barks with longer intervals were considered
more “fearful”, “desperate” and “happy”), one could pre-
sume that this acoustic feature might be diVerent among
various individuals’ barks and in diVerent contexts. In cases
of “Alone” and “Play” barks the humans signiWcantly out-
performed the computer. A reason for this performance
could be that in these situations the human listeners use the
intervals between barks more extensively while the com-
puter did not have the opportunity to use this feature for
categorization.

Another diVerence between the human and computer
tests is that the computerized algorithm was exposed to
massive training on dog barks in the Wrst phase of the
experiment. Whereas humans could rely only on their pre-
vious experience of hearing dog barks and they did not
have the opportunity to listen to training sound samples.
The prior training could increase the success rate of listen-
ers in case of barks recorded in “Ball”, “Play” and “Walk”
contexts because these contexts seemed to be less uniform.
A future experiment should clarify whether the human per-
formance levels can be enhanced by speciWc training on
dog barks. According to our Wndings the computer signiW-
cantly outperformed the humans in individual categoriza-
tion task while in situation classifying tasks its performance
was at a similar level to that of humans’. This suggests that
prior training could have a signiWcant eVect on individual
categorization abilities.

The main diVerence between performances of the com-
puter algorithm and humans was that the software could
reliably discriminate among individuals while humans
could not (Molnár et al. 2006). It might mean that there are
individual diVerences in barks of dogs but humans are not
able to recognize them easily. In another study, we found
that dogs can diVerentiate barks of diVerent individuals.
From the Wndings of these three studies, we hypothesized
that there are individually distinctive features of barks but
these characteristics are recognizable only by conspeciWcs

and not by humans. However, that study was designed
according to the “habituation-dishabituation paradigm”, so
the task of dogs was simpler than categorizing the barks.

In our opinion, the performance of the computer must
have been based on distinct context-speciWc and individual-
speciWc acoustic features of the barks. If these features
emitted in a given situation had varied randomly they
would not have been recognizable above chance level
either for humans or a computer algorithm. This raises the
question of what kind of information could be encoded in
barks. During early domestication of dogs people might
have preferred more vigilant dogs, which could alarm them
when a stranger approached, defending the camp against
intruders. If the dogs could recognize the barks of others,
which were emitted in certain situations, it might improve
the success and reliability of alerting. Hence there might
have been a strong positive selection for dogs, which
barked frequently especially if they could distinguish
among barks of others.

It should be noted that the features we propose in this
paper are the result of a particular experiment, with a par-
ticular database of dog bark sounds. The features found
using the EDS system are better than the “conventional”
features used in the audio classiWcation literature. However,
these features are not easily interpretable. Also, we cannot
assess precisely how robust they are to changes in the test-
ing set. Note that this last remark (robustness) is also appli-
cable to results using conventional features, by deWnition:
the capacity of classiWers to generalize is always demon-
strated to a certain extent, determined by the “testing” data-
base. For more information about the systematic
comparison of EDS features with conventional features see
Pachet and Roy (2007).

From a methodological perspective, the use of advanced
machine learning algorithms to classify and analyze animal
sounds opens new perspectives for the understanding of
animal communication. This study oVers only a Wrst illus-
tration of this potential. It is important to stress that the
method used in this study is fully automatic (except the seg-
mentation of barks). No information linked with the partic-
ular problem of bark classiWcation was included at any
stage of the process. This means that the process can be
applied indiscriminately to any other audio classiWcation
problem. This also guarantees that the process is unbiased
that limits the number of potential preconceptions that
researchers may introduce into the construction of good
descriptors of the data and permits discovery of structure
that they may have otherwise missed. This study illustrates
how such type of automatically discovered structure may
be interpreted in a speciWc context and how this type of
experiment can complement, in a useful manner, other
approaches to the study of animal communication. The
promising results obtained strongly suggest that the
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advanced machine learning approaches deserve to be con-
sidered as a new relevant tool for ethology.
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